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Abstract 
This article presents research that compared two correction techniques applied to a PISA text summary question written 
by 30 Spanish students aged 14-16, one by automatic correction software (G-Rubric) and the other by 30 Spanish language 
teachers varying in age, sex, and classroom experience. The methodology was a parametric approach based on latent class 
analysis using Latent Gold 4.5 software, and correspondence analysis. In the results, the Euclidean distances between 
each individual and the system were measured as low, medium or high dissimilarity, based how close the teachers’ 
assessment was to that of the correction software. The results showed a first cluster, comprised of teachers whose 
correction scores exhibited a significant correlation with the tool, represented the quartile of younger and less experienced 
teachers. This stands in contrast to a second cluster, characterized by "high" dissimilarity, which consisted of older and 
more experienced teachers whose corrections deviated notably from the system, yielding scores lower than those produced 
by the tool. 

Keywords: Automatic Correction; Human Corrector; Reading Comprehension; Assessment. 

1. Introduction 

The use of automatic correction software to assess text comprehension is becoming more frequent, and 
continuous technological advances in the assessment of writing and text comprehension make it a potentially effective 
tool for teachers in secondary education. Automatic correction systems can cut time spent correcting students’ work to 
allow teachers to dedicate more effort to helping students improve their reading comprehension skills and written 
production; similarly, automatic feedback can help students produce better written work and sharpen their understanding 
of texts. Assessing a student’s understanding of a text is subjective in that it involves variables that cannot always be 
controlled or extrapolated to other contexts. On the other hand, many automatic correction programs fail to appreciate 
sufficiently the creative and analytical skills that students display in their writing (Usener, Gruttman, Majchrzak & 
Kuchen, 2010). The viability and efficacy of this software vary according to language and complexity.  

For example, most studies in this field have focused on automatic correction software for English, an analytical 
language of concise syntax and little derivation, whereas there are few automatic assessment tools for written work and 
reading comprehension available in Spanish, with the consequent lack of research into their viability and efficacy in 
Spain. This research is based on the following assumption: “The automated assessment of open-ended responses by G-
Rubric can be equivalent to that performed by a real teacher.” For this reason, this investigation set out to analyze the 
efficacy, and differences and similarities in the assessments of style and content in a text summary written in Spanish by 
Spanish students generated by one of the most promising automatic correction programs, G-Rubric. To this end, we will 
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formulate the following research questions: (1) What degree of similarity exists between the G-Rubric correction and the 
one that a real teacher would perform? (2) Are there significant differences or similarities between the G-Rubric correction 
and the one performed by a teacher according to his/her age and years of experience? The intention was to test the viability 
and applicability of such software in evaluating students’ levels of reading comprehension and written work in Spanish. 

2. Literature Review 

2.1. Automatic Assessment of Students’ Written Production 

There is a range of terms used to define machine-based assessment, such as e-Assessment, Computer-Based 
Assessment (CBA), Computer-Assisted/Aided Assessment (CAA), computerized testing and computer-administered 
testing (JISC, 2007; Redecker, 2013). Likewise, automatic correction of written work has been described as Automated 
Essay Grading (AEG), Automated Essay Evaluation (AEE), Computer Essay Grading, Computer-Assisted Writing 
Assessment, Automated Essay Scoring (AES), Automated Writing Evaluation (AWE), Computer-based Assessment 
Methods” (CbAS), Automatic Essay Assessment, Automatic Essay Evaluation, and Computer-based Essay Marking 
System (CBEM) (Ericsson & Haswell, 2006; Landauer, 2003; Shermis & Burstein, 2003; Warschauer & Ware, 2006; 
Zhang, 2013). Automated Writing Evaluation (AWE) provides automated feedback, and its function is more related to 
assistance in writing. Such tools (computer-generated feedback) help students in their writing by correcting spelling, style 
and grammar, and are included in this definition as they can be used to help teachers assess students’ work (Barret, 2015). 
In contrast, Automated Essay Scoring (AES) gives automated scores based on Mathematical models for the 
organizational, syntactic and mechanical aspects of writing (Ware, 2011).  

These systems regularly use NLP techniques (E-Rater-Criterion e Intellimetric-MyAccess); Latent Semantic 
Analysis (LSA) (Intelligent Essay Assessor (IEA); Jess; MarkIT; G-Rubric); and, more discreetly, Bayesian methods 
(BETSY) (Dikli, 2006). NLP uses statistical methods to train the system based on large quantities of linguistic data 
extracted from real texts. LSA processes legible texts using a linguistic corpus and represents the words that appear in 
sentences, paragraphs, or essays by statistical calculation. These are statistical models of the use of vocabulary and can 
make semantic comparisons between two texts (Foltz, 1996).  The advantage of LSA is its capacity to imitate the choice 
of vocabulary made, and the human judgement involved, by focusing on the content at the semantic level. To be able to 
assess written expression, LSA needs to be trained in specific domains of knowledge to determine the conceptual 
relevance of a text by comparison with others in the same field.  

All these systems center on the ability of computer technology to assess and classify written work (Shermis & 
Bustein, 2003) and are a considerable advance on automatic multiple-choice systems, among others (Pérez-Marín, 
Alfonseca Cubero & Rodríguez Marín, 2006). According to the literature, style and content are the most important 
elements to be assessed in students’ written output, by either holistic or rubric-based assessment. Csapó, Ainley, Bennett, 
Latour and Law (2012) stated that automatic evaluation first needs to itemize the components that merit points in order 
to then assess them and score the work. To do so, these programs must compute a set of variables like structure, the 
complexity of the words used and their distribution in the text, etc., as a combination that determines the score assigned 
to a text in a similar way to how a teacher might do so (Ben-Simon & Bennet, 2007). According to the former, 
technological tools for automated text correction are an interesting resource for teachers and students at the different 
stages of education, despite the challenges and obstacles. This technology has recently been applied in test assessments 
as an educational and diagnostic approach (Bennett, 2010; Bridgeman, 2009; Chen & Cheng, 2008; Csapó et al., 2012; 
Eggen & Verschoor, 2006), in which analysis was made of rhetorical and formal aspects of writing, such as lexis, syntax, 
discursive and grammatical structures, word selection and content development (Chen & Cheng, 2008). However, this 
type of technology-supported assessment often falls short when called on to assess competences, critical thought, complex 
problem solving, decision taking and students’ creativity in the development of self-regulated learning  

2.2. Correction of Open Questions and Summaries 

When correcting students’ work and exams, the more conscientious teachers use a range of strategies to get a 
clearer picture of a student’s progress: correction by sets of questions rather than a full exam, limiting examination time 
to avoid fatigue, double checking their assessments, using self- and peer- assessment, providing formative and corrective 
feedback, or using correction rubrics, with the aim of achieving greater objectivity (Fernández-Alonso, Woitschach & 
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Muñiz Fernández., 2019; Hashemian & Farhang-Ju, 2018; Mirzaee & Tazik, 2014; Soleimani & Rahmanian, 2014; 
Vázquez‑Cano et al., 2021). In extreme cases, awareness of this problem can lead to replacing this type of “subjective” 
assessment for “objective” multiple choice tests, although many authors have stated that this type of test “cannot provide 
a thorough evaluation as to whether the student has understood the concepts presented in class”. 

A key question is to what extent teachers allow automatic software to correct students’ writing and text 
comprehension, and how to improve the reliability and validity of these assessment systems. The results in the literature 
are mixed as inferred from the previous literature review; some studies conclude that human and automated correction 
systems are equally reliable, while others state that automatic systems offer more credible results; other investigations 
emphasize the drawbacks in both. With software continually improving in sophistication, investigators are working to 
make automatic systems more reliable in the assessment of written work in the form of open answers and text summaries 
(Barrada, Olea, Ponsoda & Abad, 2006; Blumenstein, Green, Fogelman, Nguyen & Muthukkumarasamy, 2008; He, Hui 
& Quan, 2009; Noorbehbahani & Kardan, 2011). According to Powers, Burstein, Chodorow, Fowles and Kukich (2002), 
any improvements in assessment software need to focus on identifying repetition in questionable logic in written work. 
Furthermore, Rudner and Gagne (2001) stated that automatic correction tools are fast, reduce costs and avoid the potential 
human failings of fatigue and inconsistency. Similarly, Zhang (2013) concurred in the superiority of automatic correction 
systems as they are unaffected by external factors, and their speed at assessing grammar, lexis, style, text organization 
and development (Intelligent Essay Assessor and E.rater) compared to human assessment. Along the same lines, Bejar 
(2011) stated that the advantage of these tools lies in their consistency, which supersedes potential human shortcomings 
and instability in the cognitive processes, as well as their ability to assess written constructions that might escape human 
scrutiny.  

Automatic correction software’s usefulness is perceived by the quality of feedback it provides on the formal 
aspects of writing rather than content development (Chen & Cheng, 2008), which could hinder the acquisition of the 
“deep knowledge” students need to express themselves correctly and confidently in their writing (Benítez & Lancho, 
2016; Zhang, 2013; Vázquez‑Cano et al., 2023), and to augment their mental competences (Perelman, 2012). That said, 
there are results in the literature that show how this type of instrument, in particular Intelligent Essay Assessor (IEA), can 
help develop students’ critical thinking (Wohlpart, Lindsey & Rademacher, 2008). Yet, in the study by Power et al. 
(2002), one participant stated that E-rater was incapable of appreciating aspects like individuality, humor or poetic 
inspiration, which not only dampens students’ creative capacity but also inclines them to adopt the style of composition 
validated by the system, giving rise to potential manipulation (Chen & Cheng, 2008; Zhang, 2013), although the authors 
emphasize that is not easy to achieve.  

Literature also highlights outstanding limitations of these systems. Zhang (2013) insisted that technology alone 
was insufficient for assessing students’ writing and text comprehension skills; automated feedback on grammatical and 
textual aspects is weak and requires a teacher’s judgement to provide clarification, explanation and guidelines for any 
feedback to be useful to the student. Additionally, human correctors can meet specific students’ needs regarding written 
feedback such as those related to the “argument, logical order, transition, clarity, and references decision” (Hoomanfrad, 
Jafarigohar, Jalilifar, & Masum (2018, p.24). Powers et al. (2002) showed how programs such as E-rater were incapable 
of making accurate assessments without teacher intervention. These authors defended the use of Automated Essay 
Evaluation (AEE) tools as an initial assessment of students’ work, to be followed by teacher review. Pérez-Marín et al. 
(2006) suggested that this order should be reversed, with the software validating the teacher’s assessment. However, if 
the aim is to find and validate automatic correction software that can truly understand written competence and grade it 
accordingly, that wish is still far from being satisfied, since.  

Regarding validation, Shermis and Hammer (2013) acknowledged the reliability of scores generated by nine 
AEE instruments when compared to those of human correctors and Klobucar, Elliot, Deess, Rudniy and Joshi (2013) 
concluded that Criterion and its E-Rater system were reliable as corrector tools in a similar comparison. Additionally, 
Attali and Burstein (2006), and Powers, Burstein, Chodorow, Fowles and Kukich (2000) showed how a second version 
of E-Rater could be a viable alternative when measuring written competence, as the user can see the relevance that the 
software designates to each points-based category and understand the tool’s decision processes, in comparison to human 
correctors’ assessments. On the other hand, Perelman (2013) cast doubt on the methodology deployed to reach such 
conclusions, and Ericsson and Haswell (2006) questioned the validity of industry-backed studies for the commercial 
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implications. Likewise, Bridgeman et al. (2012) generalized that there were positive comparable links between human 
and automated correction methods. LanguageTool was studied by researchers to establish its reliability against human 
correctors, and strong correlations were found between grammar correction and mechanical errors (Crossley, Bradfield 
& Bustamante, 2019). Finally, Bennet (2010) and Bridgeman (2009) discovered a high degree of similarity to human 
correction, although the results corresponded to open-response tests and were not very extensive. However, Bennet (2010) 
stated that automated correction tools such as IEA, Intellimetric, Project Essay Grader and E-Rater had been used to 
satisfactory effect in assessing long texts.  

Evidently, the results are inconclusive and further studies are needed to explore the differences and similarities 
that exist between human and machine correction. For example, Warschauer and Ware (2006) synthesized correlation 
trials between Automated Essay Scoring (AES) and humans, as well as humans vs. humans, across a range of tools to 
assess written production (Intellimetric; E-rater; Critique; IEA), concluding that in 95% of cases the scores were similar 
between both groups, which supported the reliability of this technology in performing assessments. In contrast, the 
ACARA NASOP research team (2015), and Rudner et al. (2005), found significant differences between the scoring by 
Intellimentric and IEA, and that by human correctors. Wolhpart et al. (2008) found a concordance rate of 54% among 
human correctors compared to 81% by Automated Essay Evaluation (AEE). Bridgeman et al. (2012) judged that just as 
aspects of task correction can differ between human and automated correctors, the same is also true among human 
correctors of different demographics and training.  

2.2. Automatic Assessment Systems of Written Work in Spanish 

Although there are automatic correction tools specifically designed for Spanish, there are no studies that measure 
these tools’ reliability when tested against human correctors. Most automatic correction systems are made for the English-
speaking market (da Cunha, 2020), so research on such tools in other languages is rare (Amorim & Veloso, 2017). 
Nevertheless LanguageTool, an “open-source code system for multiple languages” (da Cunha, 2020: 46), has been 
adapted for use in Spanish to correct spelling in the written work of students of Spanish as a second language (Blázquez 
& Fan, 2019). The Stilus system can proof-read texts in Spanish to highlight grammatical, spelling, semantic and stylistic 
errors (Villena et al., 2002). Another system for Spanish language is Correctme, which was developed by Spain’s National 
Distance Education University (UNED), can detect and correct spelling and grammatical errors in texts written by native 
Spanish students with a statistical analysis of word frequency, word pairs, or bigrams, based on a corpus of Spanish texts 
(San Mateo, 2016). Finally, da Cunha (2020) described Linguakit as a tool that can analyze texts to detect spelling, lexis, 
grammar and style errors in the Galician language, but which can be adapted for use in other languages, according to its 
creators.  

G-Rubric (https://pre.psicoee.uned.es/grubric/), which is the instrument analyzed in this paper, is an automatic 
free writing assessment software program based on Latent Semantic Analysis (LSA) and designed by researchers at 
UNED’s Department of Evolutionary Psychology and Education (Guillermo de Jorge Botana, José María Luzón, Ricardo 
Olmos Albacete and Alejandro Barroso). Currently, G-Rubric belongs to Semantia Lab, a technology-based startup that 
has the academic and institutional support of the Universidad Nacional de Educación a Distancia (UNED). This system 
can assess students’ responses to text interpretation and written comprehension exercises in Spanish, in the dimensions 
of style (writing) and function (content) (Martín-Monje & Barcena, 2024), which can provide personalised feedback using 
an open technology (Díez-Arcón & Martín-Monje, 2021). This is novel in that there are currently no tools with these 
features available for Spanish. LSA, and other similar forms of text semantic analysis, have been successfully integrated 
into automatic programs for assessing written work (ACARA NASOP research team, 2015; Attali & Burstein, 2006).  

This software applies a 1–10-point scale to correct content and assess appropriateness, as teachers do, and 
provides an overall assessment, like teachers, of the quality and suitability of the written work (composition and style). It 
functions according to a linguistic corpus specific to a thematic area and is based on the concept of spatial vector models 
that use linear algebra to assign lexical items in an n-dimensional vector space. The corpus is processed and expressed as 
a matrix that includes its terms and paragraphs. The next step is to assign a weighted entropy to each term to predict 
relevant asymmetries in lexical frequency. The weighting indicates its degree of focalization in a thematic area, that is, 
how specific the term is. Thus, heavily weighted terms are specific and limited to certain contexts, in relation to other 
equally specific terms, while lightly weighted terms are general. The advantage of LSA is that it applies the Singular 
Value Decomposition (SVD) dimension reduction technique to this matrix, which means it can identify each term or 
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paragraph using relatively few dimensions (about 300) and discards the rest as “noise” in the common use of language. 
SVD reveals semantic relations not indicated by the knowledge areas of the corpus (Landauer et al., 1998), so more 
apparently unrelated knowledge can be inferred. 

3. Methodology 

This research is based on the following hypothesis: “The automated assessment of open-ended responses by G-
Rubric can be equivalent to that performed by a real teacher.” For this, the main aim of this research is to describe the 
differences and similarities in the correction of text comprehension exercises and written work by Spanish students, 
between a computerized automated system and human correctors. To this end, we will formulate the following research 
questions: (1) What degree of similarity exists between the G-Rubric correction and the one that a real teacher would 
perform? (2) Are there significant differences or similarities between the G-Rubric correction and the one performed by 
a teacher according to his/her age and years of experience?  

The study recruited 30 Spanish students aged 14-16 (16 females, 14 males) at five Spanish secondary school 
centers selected randomly; these were given a reading comprehension test from PISA 2009 (https://acortar.link/3n01n). 
The text included an explanation at the beginning and spanned 385 words, and there was also an explanatory introduction. 
The students had to make a summary of no less than 60 words and no more than 100 words. Once the summaries were 
completed, photocopies of each summary were made and sent to the teachers for correction. First, each of the 30 teachers 
corrected 30 summaries and G-Rubric program corrected the 30 summaries according to style and content. Based on those 
items, the system establishes the following classifications: requires considerable improvement (0-80), requires some 
improvement (81-90), acceptable (90-100). Content is scored from 0-10 (Grading between 0 and 10 points, as would be 
given by a teacher, on the quality and conceptual correctness of the content). While style is marked on a scale of 0-100; 
this score is determined by analyses for spelling, syntax (degree of complexity in the construction of simple, subordinate 
and coordinated sentences to form and relate ideas) and a general review of written expression according to: (1) 
“Coherence and cohesion”: Evaluate the flow and logical connection between the ideas presented in the summary. (2) 
“Accuracy and relevance”: Determine whether the summary accurately captures the key points of the original text and 
omits irrelevant details. (3) “Clarity and conciseness”: Evaluate the student's ability to clearly and concisely communicate 
the essential ideas of the original text. (4) “Proper use of structure and format”: Check whether the summary follows an 
appropriate structure, such as introduction, development, and conclusion and (5) “Originality and own voice”: Consider 
whether the student has been able to express the ideas of the original text in his/her own words and in his/her own style.   

As an example, Figure 1 presents the program’s response to one student’s summary which, according to its 
correction system, scored low (Figure 1). 

Student: 1PCP-A  

 

Figure 1.  An Example of G-Rubric Software Correction 
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Following G-Rubric’s correction of the summaries, 30 Spanish language instructors from five different areas of 
Sapin -Madrid, Castilla la Mancha, Andalucía, Extremadura, and Asturias- corrected the original texts. The instructors 
were chosen at random. Out of the 51 corrections that were submitted back, 21 were disapproved (5 due to the instructor's 
failure to provide informed consent for study participation, and an additional 16 to ensure a homogeneous sample 
reflecting the study variables of sex, age, and years of teaching experience). The teachers corrected the text on paper, with 
the only condition that they should mark the texts according to their normal class criteria; anonymity was guaranteed, and 
they were not informed that their corrections and scoring would be compared to other teachers’ or to that of automatic 
correction software. The aim was to ensure that the factors conditioning correction were minimal. Upon receiving the 
revised texts, the educators were prompted to provide their express consent to be included in the study. They were also 
briefed about the procedure for analysis, which involved comparing their anonymously scored texts to those of other 
educators and the G-Rubric program, as well as calculating the three variables of age, sex, and years of teaching 
experience.  

To identify the teacher profile that most closely matched the G-Rubric correction software’s assessment, the 
Euclidean distance was calculated from the values that each individual apportioned to all the styles and contents, and 
those by the correction system. Given that there were 30 styles and 30 contents, the Euclidean distance between each 
individual and system was calculated as follows: 

𝑑𝑑(𝑥𝑥, 𝑦𝑦) = ��((𝑦𝑦(𝑘𝑘) − 𝑥𝑥(𝑘𝑘))2
60

𝑘𝑘=1

�

1/2

 

x being any individual and y representing the system. 

The Euclidean distances for each teacher and the system are expressed in ranges of dissimilarity, such that the 
greater the distance between the teacher and the system’s scores, the greater the discrepancy between both. To define 
these three categories, the three quartiles of the Euclidean distances were found, and each was classified thus: 

- Dissimilarity < Q1? "Low dissimilarity" 
- Q1?  Dissimilarity? Q3? "Medium dissimilarity" 
- Dissimilarity > Q3? "High dissimilarity 

Latent Class Analysis (Lazarsfeld, 1950; Lazarsfeld & Henry, 1968; Bartholomew et al. 2002; Vermunt & 
Magidson, 2002, 2003, 2005) was used to identify potential teacher profiles in their corrected texts using Latent Gold 4.5 
(Statistical Innovations). LCA is a parametric model that uses the data obtained to estimate the model’s parameters, which 
in this case were:  

(a) The probability of each latent class, 𝜋𝜋𝑌𝑌(𝑐𝑐),  𝑐𝑐 = 1, . . . , 𝐶𝐶.  

(b) The conditional response probabilities of each manifest variable in each latent class, 𝜋𝜋𝑋𝑋𝑖𝑖/𝑌𝑌(𝑐𝑐)(𝑥𝑥𝑖𝑖),  𝑖𝑖 =
1, . . . , 𝑝𝑝;  𝑐𝑐 = 1, . . . , 𝐶𝐶; 𝑥𝑥𝑖𝑖 = 1, . . . , 𝐼𝐼𝑖𝑖.  

The posterior analysis of the latent class model examines the data on the individuals of a specific class, using the 
Y distribution conditioned to X, 𝜋𝜋𝑌𝑌/𝑋𝑋(𝑥𝑥)(𝑐𝑐) = 𝑃𝑃(𝑌𝑌 = 𝑐𝑐/𝑋𝑋 = 𝑥𝑥), called posterior probability distribution. In practice, each 
individual is placed in the latent class in which this probability is greater. The fundamental assumption is the Local, or 
Conditional, Independence principle, which establishes that the manifest variables are mutually independent, given the 
latent variable’s fixed value. Basically, this assumption indicates that any association observed between the manifest 
variables is measured or explained by the latent variables (Magidson & Vermunt, 2004). According to this principle, 
probability 𝑃𝑃(𝑋𝑋 = 𝑥𝑥/𝑌𝑌 = 𝑐𝑐) is expressed by: 

𝜋𝜋𝑋𝑋/𝑌𝑌(𝑐𝑐)(𝑥𝑥) = �𝜋𝜋𝑋𝑋𝑖𝑖/𝑌𝑌(𝑐𝑐)(𝑥𝑥𝑖𝑖)
𝑝𝑝

𝑖𝑖=1

 

or equivalent to, 

𝜋𝜋𝑋𝑋(𝑥𝑥) = �𝜋𝜋𝑌𝑌(𝑐𝑐)𝜋𝜋𝑋𝑋/𝑌𝑌(𝑐𝑐)(𝑥𝑥) = �𝜋𝜋𝑌𝑌(𝑐𝑐)�𝜋𝜋𝑋𝑋𝑖𝑖/𝑌𝑌(𝑐𝑐)(𝑥𝑥𝑖𝑖)
𝑝𝑝

𝑖𝑖=1

𝐶𝐶

𝑐𝑐=1

𝐶𝐶

𝑐𝑐=1

 

where the parameters are subject to the following restrictions:  
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�𝜋𝜋𝑌𝑌(𝑐𝑐) = 1
𝐶𝐶

𝑐𝑐=1

 

� 𝜋𝜋𝑋𝑋𝑖𝑖/𝑌𝑌(𝑐𝑐)(𝑥𝑥𝑖𝑖) = 1,  𝑖𝑖 = 1, . . . , 𝑝𝑝;  𝑐𝑐 = 1, . . . , 𝐶𝐶
𝐼𝐼𝑖𝑖

𝑥𝑥𝑖𝑖=1

 

Latent class analysis was performed to obtain differentiated teacher profiles each of which is defined by the 
different categories of dissimilarity to the G-Rubric software. Finally, the range of profiles obtained were verified by 
correspondence analysis using SPSS software.  

4. Results 

Table 1 presents the demographic characteristics of the sample according to degree of dissimilarity. The majority 
of individuals registered medium dissimilarity (46.7%), with the percentages for high and low dissimilarity the same. The 
sample distribution for sex was equal between men and women; the majority of individuals were aged 30-50, and the 
teachers’ years of experience was between 0-5 years or 10-20 years.  

Table 1.  Demographic Characteristics of the Sample and Dissimilarity 

 Frequency Percentage 
Dissimilarity 
Low 
Moderate 
High 
 
Sex 
Male 
Female 
 
Age 
[20,30] 
(30,50] 
More than 50 years 
 
Experience 
[0,5] 
(5,10] 
(10,20] 
More than 20 years 

 
8 

14 
8 

 
 

14 
16 

 
 

6 
16 
8 

 
 

10 
2 

10 
8 

 
26.7% 
46.7% 
26.7% 

 
 

46.7% 
53.3% 

 
 

20.0% 
53.3% 
26.7% 

 
 

33.3% 
6.7% 

33.3% 
26.7% 

Table 2 presents a summary of the estimated models. The L2 statistic indicates the associative quantity between 
the variables unexplained after model estimation, assuming that a Chi-squared distribution is continued.  

Table 2.  Summary of Estimated Models 

  LL BIC(LL) Npar L² df p-value Class.Err. 
Model1 1-Cluster -120.7966 268.8027 8 76.7044 22 5.60E-08 0 
Model2 2-Cluster -106.7884 257.7923 13 48.688 17 6.70E-05 0.0625 
Model3 3-Cluster -97.4865 256.1945 18 30.0843 12 0.0027 0.034 
Model4 4-Cluster -95.2711 268.7697 23 25.6534 7 0.00058 0.0494 

In this case, model 3 presents the lowest BIC (LL) value, thus our model is formed of three clusters. Table 3 
shows the model’s estimated parameters. For the dissimilarity variables of age and teaching experience, the associated p-
value is less than 0.05, thus rejecting the hypothesis that the effects associated with each of these variables is zero. The 
only p-value more than 0.05 is for the sex variable, which could be significant to 10%. Table 3 presents the R2 value, 
which indicates which variability percentage of the indicators is explained by the three-cluster model.  
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Table 3.  Parameter Estimates 

 Cluster1 Cluster2 Cluster3 Wald p-value R² 
Dissimilarity -0.054 -2.7724 2.8264 10.6379 0.0049 0.5729 
Sex       

Male 1.979 -0.6364 -1.3426 4.7106 0.0950 0.7295 
Female -1.979 0.6364 1.3426    

Age -0.6006 -1.8538 2.4544 8.8540 0.0120 0.4356 
Experience 0.8528 -2.0436 1.1908 6.3616 0.0420 0.7114 

It is observed that 57.29% of the variability in the dissimilarity variable is explained by the model, while the 
explained variability for sex, age and experience is 72.95%, 43.56% and 71.14%, respectively, which are high values. 

Table 4 presents each cluster’s profile: cluster 1 is formed of 41.26% of cases, with clusters 2 and 3 containing 
34.48% and 24.26%, respectively. The highest category for each variable is highlighted in each cluster. The lowest 
dissimilarity, the one in which the individuals’ scores were closest to the system’s, is found in cluster 2. The individuals 
who form this cluster are women aged 30-50 with between 0-5 years’ teaching experience. In contrast, cluster 3 contains 
those whose scores differed most from the system’s, formed of individuals, mainly women, aged 50 or over, with more 
than 20 years’ teaching experience. Cluster 1 consists of individuals whose profile reflected their middling scoring 
discrepancy against the system. 

Table 4.  Profile of Each Cluster 

 Cluster1 Cluster2 Cluster3 
Cluster Size 0.4126 0.3448 0.2426 
Indicators    
Dissimilarity    

Low 0.0950 0.6586 0.0014 
Medium 0.7353 0.3363 0.1953 

High 0.1697 0.0051 0.8033 
Mean 2.0747 1.3466 2.8019 
Sex    

Male 0.9724 0.1588 0.0440 
Female 0.0276 0.8412 0.9560 

Age    
[20.30] 0.1457 0.4043 0.0018 
(30.50] 0.7109 0.5633 0.1890 

>50 years 0.1434 0.0325 0.8092 
Mean 1.9977 1.6282 2.8073 
Experience    

[0.5] 0.0474 0.8946 0.0218 
(5.10] 0.0718 0.0748 0.0463 

(10.20] 0.5113 0.0294 0.4628 
>20 years 0.3696 0.0012 0.4691 

Mean 3.2030 1.1372 3.3791 

Figure 2 also represents the differences between the three groups. In terms of dissimilarity, there is considerable 
divergence between the three clusters, as there is for the variables. Cluster 1 differs from clusters 2 and 3 for sex; cluster 
3 stands out for age, and cluster 2 for experience. 
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Figure 2. Graph of Profiles 

Since the aim of the research was to identify a teacher typology that most closely matched the system for 
assessing style and content in students’ written work, and given that the dissimilarity variable could measure the 
differences between teacher and system scoring for correction, it is cluster 2 that best represents teacher-system similarity. 
Two conclusions: the differences / similarities between the scores by the individuals and the system can largely be 
explained by the variables of age and experience; the subjects whose scores most closely match the system’s are women 
aged 30-50 with 0-5 years’ teaching experience. To verify the results, a correspondence analysis was performed using 
SPSS. Table 5 presents a summary of the model with its two dimensions. Inertia indicates the importance of each 
dimension, the first dimension being more important than the second, as it explains 57.6% of the variability of the 
variables against 45.7% for the second. 

Table 5.  Summary of the Model 

Dimension Cronbach’s Alpha 
Explained variance 

Total 
(Eigenvalues) Inertia % variance 

1 .755 2.304 .576 57.598 
2 .603 1.826 .456 45.646 
Total  4.130 1.032  
Media .688a 2.065 .516 51.622 
a. Total Cronbach's Alpha is based on the total eigenvalue. 

Figure 3 presents the different categories of the variables. The low category of the dissimilarity variable is 
associated to the 20-30 age group with 0-5 years’ teaching experience and, to a lesser extent, women. Thus, the results 
obtained are corroborated by the latent class cluster analysis. 
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Figure 3.  Representation of Category Points for Each Variable 

5. Discussion  

The results of this investigation aim to show which demographic profile of active high school teachers most 
closely resembles the scoring of the G-Rubric automatic correction tool for assessing students’ written production. The 
results showed a first cluster (24.26%), comprised of teachers whose correction scores exhibited a significant correlation 
with the tool, represented the quartile of younger and less experienced teachers. This stands in contrast to a second cluster 
(34.48%), characterized by "high" dissimilarity, which consisted of older and more experienced teachers whose 
corrections deviated notably from the system, yielding scores lower than those produced by the tool. 

This leaves the majority of teachers occupying the middle ground (41.26%), which means that good reliability 
cannot be confirmed, in terms of the traditional way of measuring this value. The results confirm the findings of other 
authors (Toranj & Ansari, 2012; Tsai, 2012; Wang & Brown, 2008; Zhang, 2013), who found only marginal correlations 
between the two correction types.  

In this sense, the results of this study confirm that the demographic variables of sex, age and years of teaching 
experience influence the way students’ work is corrected. Women aged 30-50 with between 5-10 years’ experience scored 
most similarly to the correction assessments generated by G-Rubric. Bridgeman et al. (2012), Burstein & Chodorow 
(1999) and Chodorow & Burstein (2004) had already detected differences between human correctors that related to 
demographics such as origin and even cultural background. In terms of experience, the results in this study confirm the 
findings of Royal-Dawson & Baird (2009), who stated that a minimum of three years’ experience in the profession was 
sufficient to reach high levels of reliability, similar to the one obtained with automatic correctors. The results of our study 
also show that the sex variable relates to human correction scoring that is similar to the software when age and experience 
intervene, as indicated by cluster 2. High dissimilarity in cluster 3, mainly represented by women, shows that the sex 
variable in itself has no relation to high levels of concordance with the automatic correction software. This is confirmed 
by Bridgeman, Trapani and Attali (2012), who found that the sex variable did not exert a significant influence on 
assessment scores. The opposite is true of age and experience, which mainly explain the similarities to, and the differences 
from, the instrument. 
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The results of the corrections made by the participants in this study demonstrate low reliability among teachers, 
similar to Arnal-Bailera, Muñoz-Escolanoand Oller-Marcén (2016), and Fernández-Alonso et al. (2019) who stated that 
this was far from unusual. This study’s “work experience” and “age” variables that impact on assessments which are 
similar to G-Rubric’s are not the only elements to consider. As mentioned, the dearth of knowledge on teachers’ cognitive 
processes at work during assessment (Zhang, 2013), and the influence of external factors (Brackett, Floman, Ashton-
James, Cherkasskiy & Salovey, 2013; Valenti, Neri & Cucchiarelli, 2003; Wohlpart et al., 2008; Zhang, 2013), are 
variables to consider as impacting on assessments made by human correctors.  

Although these data contrast with most of the literature that supports the use of automatic correctors for their 
reliability (Attali & Burstein, 2006; Bennet, 2010; Bridgeman, 2009; Bridgeman et al., 2012; Crossley et al., 2019; Powers 
et al., 2000; Shermis & Hamner, 2013; Wang et al., 2008; Warschauer & Ware, 2006; Wohlpart et al., 2008), it is 
important to note that these investigations apply to software that corrects written work in English, which is structurally 
less complex than Spanish, thus any Spanish version of these instruments would need to be adapted to deal with such 
complexities. There are also dissenting voices that doubt the reliability of automatic correctors when compared to human 
correctors because few studies have measured teachers’ cognitive processes when assessing written output, which makes 
it impossible to validate all the human corrections made in the traditional way (Zhang, 2013).  

The literature is unanimous on the use of automatic correctors to assist teachers in correcting students’ work 
(Bridgeman et al., 2012; Chen et al., 2008; Jorge-Botana. Luzón, Gómez-Veiga & Martín Cordero, 2015; Rudner & 
Gagne 2001; Rudner et al., 2005; Santamaría-Lancho et al., 2018; Toranj & Ansari, 2012; Warschauer & Ware, 2006; 
Wohlpart et al., 2008; Zhang, 2013). The medium dissimilarity revealed by the Euclidean distances between each teacher 
and the system represents the largest group of teachers in the study; this middling position could mean that it is these 
teachers who most benefit from the assistance of G-Rubric when assessing students’ work. On the one hand, this could 
be due to the high concordances (low dissimilarity), which implies less need to use this instrument since correction criteria 
between both machine and human correctors are similar.  

On the other hand, the considerable discrepancies explained by high dissimilarity in experienced teachers imply 
that assessment criteria differ greatly between teachers and the system. This result has been previously identified in the 
scientific literature (Bol et al., 1998), where experienced teachers (20 years or more) used alternative methods of 
assessment more often than least experienced teachers (6 years or less).  This could reflect an apparent difficulty in using 
the instrument as an effective complement to the way corrections are made by this group of teachers, considering how 
the system currently functions.  

The teachers in the medium dissimilarity group, however, are more likely to incorporate the instrument as an 
efficient way to complement their correction. Powers et al. (2002) explained how teachers were aware of the software’s 
strengths and weaknesses and could confidently delegate to the system certain aspects of correction while they focused 
on areas such as creativity, originality of thought and structural features that might have gone unnoticed by the instrument 
(Bridgeman et al., 2012; Pérez-Marín et al., 2006; Rudner & Gagne, 2001).  

6. Conclusion 

The automatic correction tools available today for evaluating short written answers and summaries in Spanish 
are not very advanced technologically. There are not enough programs or empirical evidence to ensure a reasonable degree 
of accuracy across a range of contexts and educational stages. The quality and accuracy of the systems need to improve 
considerably, one obstacle being that the linguistic characteristics of Spanish are more complex than English, particularly 
in morphosyntactic alignment. This study has shown that G-Rubric is one of the most promising automatic correction 
systems for assessing short written answers and summaries, although it is at the experimental stage and its results are still 
being analyzed. Based on the results obtained in this study, G-Rubric can be supportive in the evaluation of summaries 
and as a tool to facilitate feedback in learning, but not as a substitute for human evaluation. The degrees of similarity and 
disparity have varied significantly with respect to teachers' professional experience and age, which should be taken into 
consideration when applying it across different educational stages. 

How to assess open answers and reading comprehension in the form of written summaries are challenges for 
artificial intelligence and the language sciences in the next few years. Machine correction in education needs to span a 
wide variety of contexts, as linguistic and communicative competence are basic skills required in pre-university and 
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university education. Good integration of software in education platforms (PLE, MOOC, LMS, etc.) can help teachers 
and students by providing the latter with important feedback to enable them to progress in their learning and to verify 
their understanding of subject matter learned. Students can work on improving a competence, so it is essential for them 
to receive accurate feedback to detect errors and enhance understanding of texts, and to write better. Teachers can benefit 
from the potential of learning analytics to get a clearer picture of a student’s progress. The study has been contextualized 
in Spanish educational centers, but due to the high degree of internationalization of the Spanish language, it would be 
desirable to replicate it in other Spanish-speaking countries to determine its effectiveness in relation to the influence of 
other socio-educational contexts and teaching profiles. Likewise, it would be desirable to establish comparisons between 
software programs such as G-Rubric and the results obtained by generative artificial intelligences in the evaluation and 
feedback processes of open-ended questions and summaries. 
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